A De Novo Robust Clustering Approach for Amplicon-Based Sequence Data
Alexandre Bazin, Didier Debroas, Engelbert Mephu Nguifo

To cite this version:
Alexandre Bazin, Didier Debroas, Engelbert Mephu Nguifo. A De Novo Robust Clustering Approach for Amplicon-Based Sequence Data. 2017. <hal-01447699v2>

HAL Id: hal-01447699
https://hal-clermont-univ.archives-ouvertes.fr/hal-01447699v2
Submitted on 8 May 2017

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A De Novo Robust Clustering Approach for Amplicon-Based Sequence Data

Alexandre Bazin\textsuperscript{1}, Didier Debroas\textsuperscript{2}, Engelbert Mephu Nguifo\textsuperscript{1}

\textsuperscript{1}Université Clermont Auvergne, LIMOS, CNRS, Clermont-Ferrand, France
\textsuperscript{2}Université Clermont Auvergne, LMGE, CNRS, Clermont-Ferrand, France

Abstract. When analyzing microbial communities, an active and computational challenge concerns the categorization of 16S rRNA gene sequences into operational taxonomic units (OTUs). Established clustering tools use a one pass algorithm in order to tackle high numbers of gene sequences and produce OTUs in reasonable time. However, all of the current tools are based on a crisp clustering approach, where a gene sequence is assigned to one cluster. The weak quality of the output compared to more complex clustering algorithms, forces the user to post-process the obtained OTUs. Providing a membership degree when assigning a gene sequence to an OTU, will help the user during the post-processing task. Moreover it is possible to use this membership degree to automatically evaluate the quality of the obtained OTUs. So the goal of this work is to propose a new clustering approach that takes into account uncertainty when producing OTUs, and improves both the quality and the presentation of the OTUs results.

1 Introduction

Studying the structure of the communities in an ecosystem is central in environmental microbiology [8, 14]. The biosphere’s composition can be determined by taking samples in the environment and extracting the DNA sequences through sequencing. From there, these sequences need to be clustered [4, 9, 11, 15]. As the volume of sequences has drastically increased in recent times, new clustering tools have emerged to treat the data in reasonable time. The algorithms currently used are, from the point of view of algorithmic complexity, the fastest available that do not produce random results. However, due to their simplicity, the results are often of poor quality. These tools being essentially black boxes, their sensitivity to the sequence order, clustering threshold and structure of the data makes it that the users have no way of knowing whether better Operational Taxonomic Units (OTUs) could have been obtained with different parameters or even whether they correctly represent the data. In these circumstances, there is no choice but to blindly trust them.

Distance-based greedy clustering algorithm such as the ones implemented in OTUclust [1], VSEARCH [13], CD-HIT [10] or USEARCH [5] all share the same base algorithm as shown in Algorithm 1.
Algorithm 1: DBG Clustering principle

Input : A set of sequences
Output: A set of OTUs to which the sequences are assigned

1 $Clusters = \emptyset$
2 foreach sequence $S$ do
3    foreach known cluster $C$ do
4       Compute $distance(S, C)$
5    end
6    if a suitable cluster exists then
7       Assign $S$ to it
8    else
9       Create a new cluster with $S$ as the center
10   end
11 end
12 Return $Clusters$

While more sophisticated algorithms [3, 6, 12, 7, 2] could produce better re- results quality-wise, their runtime would render them unusable on millions of se- quences. As the quality of the OTUs is important, we have to find a way to im- prove it without increasing the runtime. The different implementations avail- able use a variety of heuristics to counterbalance the simplicity of the algorithm but, to the best of our knowledge, no approach has tried to add a measure of uncertainty to the process. This is why, in order to help increase the quality and trustworthiness of the clustering, we propose to add uncertainty to this simple algorithm through the use of fuzzy clustering.

2 Adding uncertainty to clustering

2.1 Motivation

Distance-based greedy clustering algorithms, such as the one in VSEARCH, produce a number of OTUs and assign each sequence to one of them. The OTU to which a sequence is said to belong to is usually the first one to be encountered that is sufficiently close, i.e. within the specified threshold. This creates two problems:

- A sequence can only belong to a single OTU
- An OTU either includes or does not include a sequence

Having a sequence associated to a single OTU is expected as the ultimate output of the algorithm. For this reason, algorithms usually stop after finding the OTU closest to a sequence, which speeds the computation up. However, not considering all the OTUs a sequence could be assigned to increases the sensitivity to the order - a weakness of these algorithms - and reduces the quality of the clustering.
By using strict thresholds, it is possible to have two nearly identical sequences such that one belongs to a particular OTU while the other does not. This strictness makes it so an OTU partitions the set of sequences into two sets inside of which sequences are considered the same regardless of their distance to the center of the OTU. This lack of distinction between sequences that are isolated and sequences on the border of OTUs hides information that could help understand the data.

While these would not be problems were the clustering optimal, the need for fast algorithms makes it that the results are not always trustworthy. The OTUs being presented as absolute, the end user has no choice but to consider them correct and cannot know whether the algorithm has encountered ambiguity. We believe that being less strict in the way the OTUs partition sequences would help produce better results from the end user’s point of view.

2.2 Fuzzy Clustering

To help increase the quality of the clustering and maximize the information that can be gathered from the data, we propose to add uncertainty to the clustering by means of fuzzy sets.

We define a membership function $f_C(S)$ that, for an OTU $C$, associates a membership value to a sequence $S$. Usually, this value is either 0 or 1. Here, we propose to have $f_C(S)$ take its value in $\{ \frac{n}{10} | n = 0..10 \}$. This value represents the degree of membership and, as such, 1 means that the sequence certainly belongs to the OTU while 0 means that the sequence certainly does not belong to it. Other values represent uncertainty and are used to express that the sequence nearly belongs to the OTU. This membership value can easily be computed from the distance between the sequence and the center of the OTU using two thresholds $t_1$ and $t_2$ such that $t_1 \geq t_2$. If the distance is lesser than the threshold $t_1$, the membership value is 1. If the distance is greater than $t_2$ the value is 0. If the distance is between $t_1$ and $t_2$, it increases gradually.

![Fig. 1. Representations of a Crisp (Left) and a Fuzzy (Right) Cluster.](image-url)
Using fuzzy OTUs allows us to discern the difference between sequences close to the OTU and sequences extremely far. Using the parameters $t_1$ and $t_2$, we can tune the “detection radius” around OTUs to gather information that would normally be discarded by the clustering algorithm.

3 Evaluating fuzzy OTUs

Having a non-binary membership function produces OTUs that partition the sequences into multiple sets. If we consider only the sequences that belong (more or less) to an OTU, the repartition of their membership values provides information on the topology of the OTU. An ideal OTU would contain only sequences with a membership value of 1, meaning a group of sequences has been perfectly regrouped with a good threshold and no sequence lies ambiguously on the border. More realistically, a good OTU would contain many sequences with high membership values and little sequences with low values. A bad OTU with the majority of its sequences having low membership values could mean that the algorithm has chosen as a center a sequence on the border of a group or, even worse, between two distinct groups.

We can quickly evaluate the quality of an OTU with this repartition. If we suppose that each sequence lowers the quality of the OTU depending on its membership value, we can use the following formula:

$$\text{Quality(OTU)} = 1 - \sum_{i=1}^{9} \omega_i \times \frac{\# \text{ sequences with membership value } i \times 0.1}{\# \text{ sequences in the OTU}}$$

with $\omega_i$ being the “cost” of having a sequence with membership value $i \times 0.1$. In our previous examples, and with the following values of $\omega_i$,

<table>
<thead>
<tr>
<th>\omega_1</th>
<th>\omega_2</th>
<th>\omega_3</th>
<th>\omega_4</th>
<th>\omega_5</th>
<th>\omega_6</th>
<th>\omega_7</th>
<th>\omega_8</th>
<th>\omega_9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

we obtain a quality of respectively 0.71 and 0.26 for OTU1 and OTU2, showing OTU1 is better.

A problem arises with singletons that always have perfect quality but these can safely be treated separately.
4 Choosing an OTU

A sequence can belong to multiple OTUs due to fuzzy membership. However, in the end, we want each sequence to be assigned to a single OTU. Hence, we have to choose one of the possible OTUs. We have two types of values left from the clustering process: membership and quality. The first one is based on the distance between the OTU and the sequence and the second one is used to recognize bad OTUs. Choosing the OTU with the best membership value is akin to running VSEARCH while choosing the one with the best quality tends to create bigger OTUs that absorb distant sequences. To better compromise, we can use a linear combination of the two values:

$$\alpha \times \text{quality} + \beta \times \text{membership}$$

Increasing the importance of the quality reduces the number of OTUs containing sequences. When $\alpha$ is low, the “best” OTUs quality-wise absorb very close sequences that would have been attributed to other OTUs. When $\alpha$ gets too high, the best OTUs start absorbing all the sequences around them, effectively acting like an increase of the distance threshold.

5 Identifying ambiguous sequences

Distance-based greedy algorithms are good at clustering objects that are easy to cluster. Groups of very similar sequences that are different from the rest of the dataset are supposed to birth a new OTU while isolated singletons should be identified to be either removed or treated separately. A problem arises when groups of sequences are close to each other but not enough to be the same OTU. In this case and supposing the algorithm ideally chooses the centers of the OTUs, sequences can lie just between these OTUs. In the current implementations, these ambiguous sequences that must be assigned are usually put in OTUs of their own, increasing the number of OTUs and reducing the overall quality of the clustering.

Fig. 2. A Case of Ambiguous Sequences
Using fuzzy clustering allows us to identify these ambiguous sequences. Using the choice strategy previously mentioned, they can be assigned to a good OTU even though they lie slightly outside of the distance threshold. However, their ambiguousness may be significant for the user. It is thus important to signal their existence and the various fuzzy OTUs they could have alternatively been assigned to.

6 Experimental Results

6.1 Data
We used our algorithm on two datasets with sequences of length between 900 and 2588 for an average of 1156. Separate files contained the real classification of these sequences so that the quality of the clustering could be assessed.

The first dataset contained 3366 sequences and the second one 11028. We used a threshold of 0.97 (97% similarity) for the creation of new OTUs and a threshold of 0.95 for fuzzy membership. The max_accepts and max_rejects parameters were maxed as to obtain the best result possible. For the choice of the OTU for each sequence, we present the results of two strategies: best quality \( \alpha = 1 \) and \( \beta = 0 \) and compromise \( \alpha = 0.5 \) and \( \beta = 0.5 \).

6.2 Relevant Metrics
To measure the effects of introducing uncertainty to the clustering, we consider the following metrics:

- Computation time in minutes
- Memory usage
- Number of OTUs containing at least a sequence
- Number of OTUs containing a single sequence
- Number of OTUs containing only two sequences
- Average number of sequences per OTU (excluding singletons)
- Number of misclassifications

A misclassification is defined as two sequences being assigned to the same OTU when they should not have been according to the test file.

6.3 Results
First, let us begin with the results on the data set containing 3366 sequences in Table 3.

Then, the data set containing 11028 sequences in Table 4.
6.4 Analysis

Results show that the choice strategy affects every metric relevant to the quality of the clustering: number of OTUs, singletons and pairs, average number of sequences per OTU and number of misclassifications. The fuzzy approach uses more memory than VSEARCH but both choice strategies are similar on this metric. Computation time is identical for all approaches.

We observe that selecting the OTU with the best quality for each sequence produces less OTUs than using the distance. This is due to the fact that some OTUs are initially created centered on isolated sequences near good OTUs. That isolation lowers their quality and the good OTUs absorb their sequences.

The quality approach produces less singletons and more pairs than the distance approach. This most likely means that singletons were created close to either good clusters or one another. The fuzzy approach allows the algorithm to merge those sequences that were slightly too far from the center with their corresponding OTU. The increase in the number of pairs appears to be due to the merging of singletons lying too close to one another.

The average number of sequences per OTU decreases when the importance of the quality increases. From this, we deduce that the singletons that disappear are mainly merged with small OTUs.

Finally, the number of misclassifications is greatly reduced by using only the quality for the choice of the OTUs.

7 Discussion

We believe that the experimental results confirm that adding uncertainty to the clustering helps improve the quality of the output. Using fuzzy clusters, we are able to extend the clustering threshold to gather additional information on the OTUs’s surroundings and use it to quickly assess their quality. This quality can be used together with the distance to choose an OTU for each sequence.
resulting output contains less erroneous singletons and misclassifications. Being able to choose the weight of both distance and quality allows for additional tuning.

As previously mentioned, the fuzziness also makes it possible to detect ambiguous sequences and clusters. In our opinion, this is where further work is required. An ambiguous sequence could be arbitrarily assigned to a nearby OTU, become the center of its own OTU or even be considered as an error and deleted but these operations imply such a knowledge of the domain that interactions with the human user become necessary. However, on datasets containing millions of sequences, the number of alerts would render manual treatment impractical or even impossible. Automatizing this treatment would require being able to adapt to the type of data, domain and preferences of the user. We suggest that machine learning techniques be introduced in the process to automatically learn how to handle these ambiguities.
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