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Abstract—Many existing MAC protocols for wireless sensor networks try to achieve simultaneously low latency and low power consumption. For many monitoring applications, however, there are two separated types of traffic. Most of the traffic is periodic, and is not subject to latency constraints: energy savings is the main objective for this traffic. A small proportion of the traffic has strict latency requirements, and the energy consumed for this priority traffic is not an issue. In this paper, we introduce a MAC protocol that can achieve this traffic differentiation in a WSN. We propose to combine the low power listening approach for periodic traffic with opportunistic encounters mechanisms for urgent traffic. We show that our approach provides a good ratio of consumed energy per delivered packet of the periodic traffic, while keeping a low loss rate for the priority traffic.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) cover a wide range of applications, including the monitoring of natural sites \cite{1}, \cite{2}. Volcanoes are natural sites that are typically difficult to monitor, due to dangerous access. Deploying disposable wireless sensor nodes for extended periods is a way to collect environmental data periodically, without risking the loss of costly hardware when the volcano erupts. Two types of traffic can be identified for volcano monitoring: periodic traffic and urgent traffic. (i) Periodic traffic is collected when the volcano is sleeping, and the data collection has to be energy-efficient so that the WSN can last for several months without human intervention. Periodic traffic is usually archived in large databases and processed to build long-term models. Thus, they have loose latency requirements. (ii) Urgent traffic is produced when the volcano becomes active. In this case, the traffic has to be forwarded quickly for two reasons: nodes might be destroyed during seismic events, and the data obtained during volcanic activity is important for scientists. Energy-efficiency is not an issue when these rare events occur.

There are many MAC protocols for WSNs that combine both energy constraints with latency constraints. They often achieve a trade-off of these two objectives. They are usually based on duty-cycling: each node alternates between a sleep state where nodes save energy, and a wake state where nodes can communicate. The BMAC \cite{3} protocol introduced a low power listening approach based on preambles in order to save energy at the receiver side. In this protocol, sender nodes transmit a long preamble before transmitting the actual data. Receivers wake up periodically to assess the channel. When they detect a preamble, they wait for the data. Otherwise, they go back to sleep. This approach has been improved in the literature in order to reduce the reception time of receivers.

However, our volcano monitoring application suggests two types of traffic that are independent (note that they are not generated at the same time, for instance). Most of the traffic consists of periodic data, which are not subject to latency requirements. However, the urgent traffic has to be delivered as quickly as possible, generally in a bounded time in order to be of value for the scientists. Thus, the main goal is not to have a MAC protocol that achieves a good trade-off in energy consumption and in latency, but a protocol that is able to deal with QoS differentiation at the MAC layer.

In this paper, we introduce a new MAC protocol for volcano monitoring with a WSN. Our protocol achieves QoS differentiation at the MAC level. Urgent traffic is sent using an asynchronous sender-initiated approach based on the X-MAC protocol. Periodic traffic is sent using an opportunistic mechanism that takes advantage of the duty-cycle mechanism. In addition, our protocol is able to exploit the convergence of data to a single destination, called sink: each node can transmit its data to the first neighbor towards the sink which wakes up rather than having to wait for a specific neighbor to wake up, thus dramatically reducing latency.

The rest of this paper is organized as follows. Section II presents a brief state of the art of MAC protocols for WSNs. Section III presents a description of our protocol. Section IV discusses the simulation results. Section V presents an overview of the prospects and concludes this paper.

II. RELATED WORK

Energy consumption is a critical issue in most WSN applications \cite{4}. Duty-cycling the radio is considered the most relevant technique to achieve power efficiency in the MAC sublayer \cite{5}, as the radio module consumes the largest amount of energy among all the node components. Duty-cycling the radio allows nodes to switch periodically between an active state and an inactive state.

Synchronous MAC protocols alternate active and inactive periods, such that all nodes share their active periods at
the same time [6]. This is achieved by implementing a synchronization mechanism at the beginning of the active period. Example of synchronous MAC protocols include S-MAC [7], DW-MAC [8], or the beacon-enabled mode of IEEE 802.15.4 [9]. The main advantage of synchronous MAC protocols is that all nodes share a common active period, with a limited period of idle listening. The main disadvantages are the following: the synchronization is generally complex and introduces a significant overhead, and the contention for the medium is high during the active period.

Asynchronous MAC protocols are based on independent schedules of active and inactive periods; the active period of a node might not match the active period of another node. Asynchronous MAC protocols have many advantages: they do not require synchronization, they are conceptually distributed, they are tolerant to network dynamicity, and nodes can achieve lower duty-cycles [10].

Asynchronous MAC protocols can be classified into sender-initiated protocols and receiver-initiated protocols. In receiver-initiated MAC protocols, receivers trigger communications by transmitting a probe. When active, the sender remains silent even if it has data to transmit, until it receives the probe from the receiver. Upon receiving this probe, the sender starts the transmission. The main advantage of receiver-initiated protocols is that the length of the probe is shorter than the preamble of sender-initiated protocols, which decreases transmission latency and channel occupancy. The drawbacks of receiver-initiated protocols are the following: (i) the cost of the communication is spent by the receivers, which are more numerous than senders in a WSN, (ii) frequent probe transmissions can cause channel congestion and delay data communications, which negatively impact the scalability.

In sender-initiated MAC protocols, the sender triggers the communications. A preamble is used to notify receivers about upcoming data transmission. The length of the preamble is set to a duration that is longer than the sleep period of the receiver, in order to ensure that the receiver wakes up during the preamble. The preamble also prohibits other neighboring nodes from transmitting, which reduces collisions. B-MAC [3] sends a preamble with fixed length before starting data transmission. Once the preamble is detected, the node remains active until the end of the transmission or until the node switches to sleep mode. WiseMAC [11] allows receivers to piggyback their next wake up time in acknowledgment frames, which reduces the length of further preambles. X-MAC [12] uses short preambles to reduce the length of preambles.

In this paper, we focus our comparison on the X-MAC protocol, which is an asynchronous, sender-initiated MAC protocol. X-MAC [12] decreases the length of preamble by transmitting short preambles containing the destination address. When a receiver wakes up, it waits for the end of a short preamble, decodes the destination address, and can decide whether to wait for the frame (at the end of the sequence of short preambles), if it is the destination, or can decide to go back to sleep if it is not the destination. X-MAC also enables the intended receiver to acknowledge the short preamble, which notifies the sender to initiate the transmission immediately, rather than having to wait for the completion of the whole sequence of short preambles. Thus, X-MAC uses overhearing to reduce energy consumption and latency. X-MAC scales well with the network density, as nodes do not spend a large amount of energy while receiving unintended long preambles. X-MAC handles multiple senders in the following way. Senders refrain from sending short preambles if they detect another sender sending its preamble. After a frame exchange has been completed, senders that were waiting for the channel perform a random backoff. This backoff thus removes the synchronization of senders. Also, each sender listens to short preambles sent by other senders in the neighborhood. If a sender \( s_2 \) detects a short preamble from another sender \( s_1 \) for the receiver \( r \), \( s_2 \) checks whether it has frames for \( r \) or not. If it has, \( s_2 \) attempts to send its frames quickly after the end of the frame exchange between \( s_1 \) and \( r \), with a small random backoff. The main drawbacks of X-MAC are its lack of support of QoS and its energy consumption. We plan to address these two drawbacks.

III. PROPOSITION

In this paper, we propose an asynchronous, sender-initiated MAC protocol for volcano monitoring in a WSN. Our protocol shares many similarities with X-MAC (which is why we used X-MAC as the basis for comparison), but our protocol is able to provide QoS differentiation by distinguishing two types of traffic: priority traffic, and periodic traffic. Our protocol also benefits from the fact that in our volcano monitoring application, data is forwarded to a single sink, located far away from the hazardous area.

In a nutshell, our protocol uses the following mechanisms. A duty-cycle is used to parametrize the energy-consumption of the protocol in the case of periodic traffic. Priority traffic is sent using sender-initiated communications (similar as X-MAC), which yields a low delay at the cost of high energy consumption. Periodic traffic is sent using opportunistic communications, which is achieved using low energy consumption but yields potentially large delays. Delays are reduced by taking advantage of the many-to-one paradigm: a node can send the data to any neighbor closer to the sink, rather than waiting for a specific neighbor to wake up.

In our MAC protocol, a node switches between three states: sleeping, listening and sending. (1) In the sleeping state, the node has its radio module deactivated, and saves energy. The node switches to the listening state when an urgent frame is generated by the application, or according to its duty-cycle. (2) In the listening state, the node waits to receive potential frames by listening to the channel for short preambles. When the end of a short preamble is detected, the receiver determines whether it is closer to the sink than the sender or not (using a distance metric). If it is the case, the receiver sends an early ACK after a randomized backoff, to reduce the risk of collisions among nodes closer to the sink than the sender. Upon receiving the early ACK, the sender sends the data frame. Upon receiving this frame, the receiver sends an ACK, and starts listening for other preambles. The node switches to the sleeping state at the end of its activity duration, provided that it has no urgent frames to send. The node switches to
the sending state when it does not detect preambles, and if it has frames to send (either urgent or periodic). (3) In the sending state, the node has data to send. It performs two clear channel assessments in order to obtain the medium access, and starts sending short preambles. Between each short preamble, the node introduces a small delay to allow the reception of early ACKs by potential receivers (including the time required for the random backoff). Upon receiving the early ACK, the sender immediately sends the frame, and waits for an ACK. If no ACK is received, the frame is retransmitted immediately (without having to wait for another early ACK). If an ACK is received, the node starts sending a new preamble for the next frames. The node switches to the sleeping state when it has no more urgent traffic to send, or at the end of its activity duration if it has only periodic traffic in queue. Note that urgent traffic is always sent before periodic traffic. Nodes use two different traffic queues for this purpose.

IV. SIMULATION RESULTS

In this section, we evaluate our MAC protocol by simulation, and we compare it with two variations of the X-MAC protocol. The first variation, called Tree X-MAC, considers that the routing protocol determines for each node a single next-hop to the sink, resulting into a tree topology. The second variation, called DAG (Directed Acyclic Graph) X-MAC, considers that the routing protocol allows each node to route to any neighbor closer to the sink, resulting into a destination-oriented directed acyclic graph topology. Note that our protocol uses the same DAG topology as DAG X-MAC.

In Subsection IV-A, we describe our parameters, as well as our performance metrics. In Subsection IV-B, we focus on a scenario where only urgent traffic is generated. The main goal of this scenario is to compare our MAC protocol with X-MAC, as they share many similarities for the urgent traffic. In Subsection IV-C, we focus on a more realistic scenario where both urgent traffic and periodic traffic are generated.

A. Parameter settings and performance metrics

We developed a discrete-time simulator in C to implement the protocols. We considered topologies of 60 nodes randomly distributed over a 1000 m × 1000 m area. The communication range is set to 100 m. This large communication range is set to represent communications in open-space area (as vegetation is scarce on volcanoes) using a low frequency band of 433 MHz. We consider that the channel is lossless, and assume that a data frame transmission lasts for 10 ms. This large duration could account for retransmissions in a lossy context. The sink node is chosen to be the node closest to the middle of any border of the area. On average, each node has approximately 6 neighbors. We considered the following default parameters (unless specified otherwise): the duty-cycle is set to 5%, the cycle duration is set to 10 s, the frame queue size is set to 15 frames, and 1 frame is generated every 200 s for 2 hours. Simulation results are averaged over 100 repetitions.

To evaluate our protocol, we use three performance metrics. (1) The latency is the time interval between the first transmission of a data frame by the source and its first reception by the sink. Latency only takes in account the frames that are correctly received. (2) Frame loss is defined as the ratio of the number of data frames not received by the sink over the number of data frames generated by the source nodes. The frame loss ratio takes into account the losses due to queue overflows. (3) The real duty-cycle is defined as the proportion of time when nodes are active. The real duty-cycle is a good indication of the energy consumption, as WSN nodes consume a similar amount of energy when sending frames, receiving frames or listening for frames.

B. Scenario with urgent traffic

In this scenario, each source generates an urgent frame every 200 s for 2 hours. 10 source nodes are chosen randomly among the nodes (sink excluded). We compare our MAC protocol with both DAG X-MAC and Tree X-MAC. We also study the effect of queue overflows in our MAC protocol by evaluating a version of our MAC protocol with unlimited frame queues. This version is described as without queue limitations (or without queue for short).

The percentage of frame loss is 0% for duty-cycles varying from 3% to 7%, for all protocols. As the channel is lossless, queue overflows are the main source of losses. However, all protocols are able to handle one urgent frame per source every 200 s, without filling the queues.

Figure 1 shows the maximum latency below which 90% of urgent frames are received by the sink, as a function of the cycle duration. When the cycle duration is large (and for a fixed duty-cycle of 5%), nodes are inactive for longer durations. Thus, frames have to wait longer to be forwarded to the next hop. Our MAC protocol achieves lower latencies than both X-MAC variations because in our protocol, nodes remain active as long as they have a frame to send. By comparing the latency between Tree X-MAC and DAG X-MAC, we can see that using a DAG significantly reduces the latency. Overall, our protocol achieves a reduction of about 10 s on average when compared to DAG X-MAC.

Figure 2 shows the overall energy consumption as a function of the frame generation frequency. The frame generation period varies between 150 s and 250 s between frames. We
notice that our MAC protocol consumes more energy than X-MAC. Indeed, when nodes have urgent frames in queues in our MAC protocol, they remain active. In X-MAC, nodes use their duty-cycle energy-saving mechanism even when they have urgent frames in queue.

Figure 2. Energy consumption is larger for our MAC protocol than for X-MAC as nodes are always active.

To summarize, our MAC protocol is able to transmit urgent frames faster than the X-MAC protocol, at the cost of higher energy consumption. Note that the approaches based on the DAG (that is, both DAG X-MAC and our MAC protocol) significantly reduce latency and energy consumption compared to the approach based on the tree (that is, Tree X-MAC).

C. Scenario with mixed traffic

In this scenario, each node generates periodic frames, and 10% of nodes are sources for the urgent traffic, with both traffic generated with the same frequency. The goal of this scenario is to show how our MAC protocol handles QoS differentiation. The queue size of both X-MAC variation is set to 15 frames. Our MAC protocol uses two queues: the periodic traffic queue size is set to 10 frames, and the urgent traffic queue size is set to 5 frames.

Figure 3 shows the maximum latency for urgent traffic as a function of the duty-cycle (used for periodic frames). We notice that the duty-cycle does not have a major impact on maximum latency. Indeed, for all protocols, frames experience a maximum latency when each sender has to wait for the receiver during a nearly full cycle. Thus, the main factors of maximum latency are cycle duration and maximum number of hops from a source to the sink, rather than duty-cycle. The variability of the Tree X-MAC results come from the variability of the length of the longest paths for each topolgy. It can be observed that the maximum latency with Tree X-MAC is significantly larger than with all the other protocols (due to the limitations imposed by the tree routing), and that our MAC protocol is able to achieve smaller latencies for the urgent traffic, even in the presence of periodic traffic.

Figure 4 shows the percentage of frame loss for urgent traffic as a function of the duty-cycle. The percentage of frame loss is small for both X-MAC variations (it is null for DAG X-MAC, and less than 5% for Tree X-MAC). However, our MAC protocol yields between 15% and 30% frame losses. This is due to the small size of the periodic frame queue (which is only 10 in our MAC protocol, instead of 15 for X-MAC). Our MAC protocol allows some periodic frames to be lost in order to save energy and delay. Indeed, we assume that periodic frames have a less priority than urgent frames. It can be noticed that when the queue size limitation is removed from our MAC protocol, there are no more packet losses.

Figure 5 shows the percentage of frame loss for periodic traffic as a function of the duty-cycle. The percentage of frame loss is small for both X-MAC variations (it is null for DAG X-MAC, and less than 5% for Tree X-MAC). However, our MAC protocol yields between 15% and 30% frame losses. This is due to the small size of the periodic frame queue (which is only 10 in our MAC protocol, instead of 15 for X-MAC). Our MAC protocol allows some periodic frames to be lost in order to save energy and delay. Indeed, we assume that periodic frames have a less priority than urgent frames. It can be noticed that when the queue size limitation is removed from our MAC protocol, there are no more packet losses.

Figure 6 shows the average latency for periodic traffic as a function of the duty-cycle. Both X-MAC variations show that the duty-cycle has a small influence on average latency, as mentioned earlier. In our protocol, it can be noticed that the latency decreases when the duty-cycle increases. Indeed, when the duty-cycle is large, the probability that nodes communicate with each other increases, and thus frames wait less in queues. When there is no queue limitation, the latency is higher than when there is a queue limitation, because when there is a queue...
Figure 5. Frame loss for periodic traffic is important for our MAC protocol due to the priority given to urgent traffic.

Figure 6. Periodic traffic is not a priority. Therefore, it waits more time in queue, which artificially reduces the latency. X-MAC shows better performance in terms of latency than our MAC protocol. This is due to the fact that our protocol considers that periodic frames have no delay constraints, and thus does not attempt to transmit them quickly. It can be seen that on average, our MAC protocol sends periodic frames about four times slower than DAG X-MAC.

Figure 7. For X-MAC, both real and parametrized duty-cycles are similar.

**V. CONCLUSION**

Volcano monitoring applications based on WSNs generally produce two types of traffic: periodic traffic and urgent traffic. When nodes produce periodic traffic, the main goal is to increase the network lifetime by reducing the energy consumption, and delay is usually not an issue. However, when nodes produce urgent traffic, the main goal is to forward this traffic quickly, without focusing on energy savings. In this paper, we have proposed a MAC protocol that can achieve traffic differentiation. Our MAC protocol achieves a good trade-off between energy savings for the periodic traffic, and small latency for the urgent traffic. We show by simulation that our MAC protocol fills the gap of other MAC protocols of the literature, such as X-MAC.
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